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(Abstract)

Modified Regulation, Scheme and Syllabus of Post Graduate Diploma Programme in Data Science

and Analytics (PGDDS) - w.e.f the academic year 2022-23- lmplemented-Orders issued.

ACADEMIC C SECTION

Acad/C5/PGDDS/2020 Dated: L2.05.2022

Read:-1. U.O No. Acad/CS/PGDDS/2020 Dated A8.04.202L.

2. U.O No. Acad/C5/PGDDS/2020 Dated 31".03.2022.

3. Minutes of the meeting of Department Council, Department of lnformation

Technology, Mangattuparamba Campus held on 07 .01,.2022, 24.02.2022 &

25.O3.2022.

4. Letter No. DIT/PGDDSA Regulationsl2022 Dated 30.03.2A22, from the HoD,

Department of I T

ORDER

1. As per paper read (1-), the Regulation, Scherne and Syllabus of the Post Graduate Diploma

Programme in Data Science and Analytics (PGDDS) under Department of lnformation Technology,

Kannur University, Mangattuparamba campus was implemented w.e.f 2020 admission and certain

modification were effected to the same, as per the paper read (2) above.

2. As per paper read (3) above, the meeting of the Department Council, Department of lnformation

Teclrnology, Mangattlrparamba Campus, held on 07.0L.2022, 24.02.2022 & 25.03.2022 resolved

to approve the updated Regulation/Syllabus of the Post Graduate Diploma in Data Science and

Analytics (PGDDS) programme with effect from the academic year 2O22-23 with the following

modifications.

a) Modification of Elective courses

b) Modification of the Syllabus for Core Course PGDDSCO2, PGDDSCO3 and PGDDSCOS.

c) l\tlodification in the Eligibility Criteria by permitting B.Tech/B.E and 4 year B.A/B.Sc Honours

Degree (with mathematics course at Plus Two Level) to apply for adnrission to the course.

3. As per paper read (4), the Head, Department of lnformation Technology, forwarded the updated

Regulation/Syllabus of the aforementioned programme, for approval fronr the University, w.e.f the

academic year 2O22-23 .

4. The Vice-Chancellor, afrer considering the matter in detail and in exercise of the powers of the

Academic Council conferred under section 11- (l-) Chapter lll of Kannur University Act 1996

accorded sanction to implement the modified Regulation/Syllabus of the Post Graduate Diploma in

Data Science and Analytics (PGDDS) programme under the Department of lnformation

Technology, l/angattuparamba Campus, Kannur University, with effect rrom the academic year

2A22-23, subject to reporting to the Acadernic Council.

5. The modified Regulation, Scheme and Syllabus of Post Graduate Diploma in Data Science and

Analytics (PGDDS) programme, implernented with effect from the .lcademic year 2022-23 are

appended and uploaded irr the University website-wunru.kannuruniversity.ac.in.
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6. The U.O read as paper (1) S' (2) above stands modified to this extent.

Order,; are therefore issued accordingly.
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,,ffi.rNIvERSrrYKANNUR
POST GRADUATE DIPLOMA IN DATA SCIENCE & ANALYTICS

(Credit Based Semester System)

Regulations, Curricula, Syllabus and Scheme of Evaluation

(With Effect from 2022-23 admission)

l. lntroduction

Data Science and Artificial Intelligence are two prominent domains that are going to rule the

entire world in the future decades. Currently, these domains are being used in many real-life

applications like Business, Commerce& Banking, GIS, Health, Climate change, Automobile,

Crime analysis, etc. The key ideas of Artificial Intelligence and Data Science are mainly used tbr

identifuing and making predictions on unseen information hidden in the enormous data available

in real-world applications. Using these techniques, one can identiff and analyze those relevanl

data and make predictions of the future of data. Prediction can be made by analyzing in the fonn

of patterns hidden in the original data, and further, it can be utilized for the benefit of society by

applying various mathematical and statistical tools that are available. Since one has to deal with a

huge amount of data and information, ordinary database applications cannot deal with therrr

easily. The significance of Big Data analysis and Machine tearning comes here. The Deep

Learning mechanism as part of Machine Leaming provides the capability of identifoing the

unseen information that normally one cannot identiff/retrieve through the conventional SQL

query processing. Data mining and data warehousing techniques are the important mechanism

fbr storing and managing the mass amount of data that comes in different styles and format

which replicates the real-world scenario and provide a rich set of tools and techniques for

extracting the most relevant information for making the prediction of the data with the help of

Artificial Intelligence that conventional database management system cannot do.

The future job market needs people who possess technical knowledge and prograrnming skills in

dealing with these techniques, and many conventional programming techniques are getting

obsolete with the advent of these new methods. The conventional courses are presently dealing

with foundation courses and specialized mainly in the standard programming concepts. A fen'
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institution:; may be olfering one or two electives. during their course :f study without dealing

rvitli practical aspects of the domains that will not be sufficient for ttrem to fetch a job in the

cllrrent in,lustrJ.

!,lirnur l)niversity is o1t'ering a specialized Data Science course by ;he joint venture of three

riepartrnents like hrlirnrration Technology, Mathematical Science, and Statistical Science in a

singie unrbreila to build up practically talented manpower capable of randling solutions to such

corrrple>l real-world trlro:lems. In the present scenario, there are two t pes of prot-essionals to be

eroived tbr handling, Data Science related problems as Data Analysts and Data Scientists. The

przrciical aspects of ;rnrlyzing and interpreting the data are done by'he Data Analyst and Data

Scir'ntist who carry ou. building mathematical and statistical models for dealing with complex

datr by ihe Data Anallst. We are confident that the joint venture of t'rese three departments will

achierve tliis target vr,itlrout any ambiguity. Another important highlipht of this course is that we

gilc n.iole stress on tlre development of practical skills to the stucents in the related domain

ralJrer tlian conventronalevaluation system followed for other PG corrrses in the University. The

cr)',.rrse Ls offered in th: pattem of 60-40. The 600/o of the evaluation is in continuous assessment

and 4to/o in externa evaluation patterns. Another important asilect of the course is that

infbrmrtion'fechrrol,rBy, Mathematics, and Statistics departmen,s are situated in a single

briildirg neighbor 1o t ach other will make the smooth and fruitful rurrning of the course.

initialiy. the Dep:nlrnent of Information Technology will initiate a one-year Post-Graduate

di;rlorra coulse frcnr the academic year (2020-2021) with inputs liom MCA/ M.Sc. Computer

Scicnr:e/M.Sc. [nlrrmation Technology/ M.Sc. Bioinformatics /M.Tech. /M.Sc.

h,laiht:n.iatics/N{.S;. Statistics/ M.Sc. Applied Mathemat cs/ MSc. Physics/Ir4.Sc.

Illuctr onics/M.Sc. Geology/Tvl.Sc. Geography/\{.Sc. Biostatistics,4vl.Sc. Applied Statistics/lvl.A

Ilcon,rmics/ B.Tr:ct (All branches)i B.E (All branches)/ MEA/ 4 year B.A/B.Sc (with

rnrth':matics courisc at Plus 2 Level) honors degree. After establ,shing and stabilizing this PG

proglani the Univer'iiry can think of starting a fuIl-fledged PG program for Data Science.
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1.1 Obiective of the Course

The Post Graduate Diploma in Data Science & Analytics is a one-year program offcred by

the School of Information Science & Technology in collaboration with the Department of

Mathematical Science, and Statistical Science is an excellent blend of knowledge and practice

in the field of Data Science and its industrial applications. The program is targeted for creating

qualified Data Science professionals. The program also offers ten weeks of industry-oriented

hands-on, real-life analytical projects for students to get equipped with strong analyical aud

programming backgrounds, which makes them highiy competitive and ernployable on

completion of the program.

1.2 Outcome of the Course

Upon completing the course, the participants will learn the concept of Data Analyics using

open-source statistical tools like R, Python, Hadoop, Tableau, and some excellent visualization

tools'and techniques. They will be capable of implementing the industry-oriented Data Analytics

Project.

1.3 Duration of the Course

Duration of the Post Graduate Diploma in Data Science shall be one (01) year- full-time course

divided into 2 semesters. Each semester should have l8 weeks. The maximum time limit fbr

completing the course is four semesters (two years)

1.4 Number of Seats:

This course has an intake of 25 seats per semester and filling of seats according to the rotation

matrix-maintained time-to-time by the Department of Information Technology/Kannur

University norrns. The rotation matrix of the seats to the course will be announced at the tirue

of notification of the program. The course will run only if a minimum of 80% of the total seats

are filled.

1.5 Course Structure

This course contains a total of seven modules in the first semester and two modules in the

second semester followed by 300 hours of real-time project work using any of the topics

studied to earn the Diploma. All these components are mandatory for the completion of the
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course. The course conrpri;es 30 Hours (5 x 6 Hours) per week comprising 18 weeks of

tcaching and learning activilies.

1.6 _li_[e&dltr

MC,V N{.Sc Computer S,;ience/Ivl.Sc. Information Technology/ M.Sc. Bioinformatics/M.

Tech.(Compu ter Science, Electrical & Electronics and Allie J branches)Av1.Sc.

MathematicsrM.sc. Statis.ics/ M.Sc. Applied Mathematics/ MSc. Physics/M.Sc.

Electronics/lv[.Sc. Cieologyi]vl.Sc. Geography/ M.Sc. Biostatistics/\{.Sc. Applied

Statistics/\4.1r. Economics/ [ .Tech (All branches)/ B.E (All branches)/ MB V 4 year B.A/ B.Sc.

(with mathenratics cours'3 ;t Plus 2 Level) honours degree of this Uni.,ersity or any other

UniversiU / lnstitution. recr,gnized by this University as equivalent there:o, with a minimum

aggregate of :i5% marks ()r ,)quivalent grade.(For SEBC and Physically Challenged candidates

the aggregatc marks recluir ed is 50%. For SC and ST, a minimum pass in the degree

cxamrnatron)

1.7 Seleqtlgn Criteria of_tht Srndidates
'['he selection of the course shall be based on a conilnon admission test r:onducted by Kannur

Unii,ersity. The test will b'e the duration of two hours comprising 100 x 4 rnarks multiple-choice

questions tiorn Computer Science, Mathematics, Statistics and Aptitude & Mental ability in

under a gradurte level. The pattern of the question paper shall be as follows

Subjects
No. of

Qur:stions

i\'fathematics

S tatistics

C'omputer Scien:e

A.ptitude & Iv[ental

Total 100x , :400

f ach Right ans rer will be awarded 4 Marks

Each Wrong answer will be awarded -1 Mark

4

JI

I

2

l

4

2Jx z.: 196

25x,1= 100

25x,1: 100

25x. = 100
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1.8 Course Fee Structure

st. Fee Details Amount in Rs.A

I
Registration fee (Application Fee) 1,000/-

For SC/ST 500/-

2 Admission Fee 555/-

3 Tuition Fee (Per Semester) 14,000/-

4 Laboratory Fee (Per Semester) 6,000/-

5 Library Fee 3251-

6 Student Welfare fund* 360t-

Special fee t25t-

8 Caution Deposit (Refundable)* 1,000/-

9 Student Affiliation Fee 4401-

l0 Sports Affiliation Fee 220t-

ll University Union Fee I l0/-

t2 University Development Fund 60t-

l3 Department Development Fund* l 000/-

(* To be paid to the HOD account)

1.9 Placement

This program is scheduled under an industrial collaboration and the experts from different

industries and academia have agreed to handle different sessions to the course to build thorough

practical knowledge to the students and provide placement assistance to students who

successfully qualiff the course with the mandate required for the industry.

2 Program Structure

2.1 Attendance

5
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-l-lre ninimum atterdance required for each course shall be 75% of the total number of classes

uonei:cted tbr ear;h iemester. Those who secure thcminimum atter dance in a semester alone will

bc a lorved to r:r:gi;ter for the End Semester Examination. Th: Vice-Chancellor will grant

cond,tnation o1'al.ter dance to a maximum of 10 days in a semester subject to a maximum of two

:;pcllr; within a progr arn. The benefit of condonation of attendance will be granted to the students

on ht:alth grounds, tor participating in University Union activitit's, meetings of the university

bodies, rurd parti,:ipation in extracurricular activities on the production of genuine supporting

docurnents with the 'ecomrnendation of the Head-of the Department concerned. A student who is

not cligible tbr cond rnation shall.repeat the course with the subseqrrent batch.

2.2 Credits

Onc credit of the colrse is defured as a minimum of one-hour lecture or a minimum of 2 hours

lnb/tuiorial per u,r:el for 18 weeks in a Semester. The minimum number of credits required to

comp,ete tlie Posrr Graduate Diploma in Data Science & Analyics (I']GDDSA) prograrn is 42.

2.2 Seminar

Each r;tudent should ;elect a relevant topic and prepare a seminar re^port, under the guidance of a

lhculnr member. Stuc ents should prepare an absffact of the topic anrl distribute it to every faculty

member at least tvio areeks ahead of the seminar. The presentation r;hall be for a minimum of 30

minutr:s in duratio.n. )resentation and seminar report will be evaluated by a group of at least two

tacultl' members (lvlark distribution:S0%ofor report and 50% for presentation and discussion).

2.3 Aqsiqnments

Each student shall be required to submit a minimum of three assignments tbr each course. The

details such as the rumber of assignments, mark distribution, and the weightage for each

assigmnent will bc a rnounced by the faculty in charge of the colrse at the beginning of the

semestir.

2.4'iler;ts

A rninimum of two clrss tests will be conducted for each course. The details such as the number

of tests, mark distribution, and weightage for each test will be announced by the faculty in charge

of the course at the be;inning of the semester.
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2.5 Seminar / Viva-voce / Case studies / I,ab assignments

The faculty in charge of the course shall design the evaluation pattern based on one or more of

these components and will be announced at the beginning of the semester.

2.6 Evaluation

Evaluation of the students shall be done by the faculty. member who handles the course based ou

continuous evaluation and End Semester Examination. The proportion of the distribution of

marks, including CE (Continuous Evaluation) and ESE (End Semester Examination) shall be 60-

40.

2.6.1 Continuous Evaluation (CE)

Continuous Evaluation (CE) of a course shall be based on periodic written tests, assignrnents,

and Seminar / Viva-voce / Case studies/Project work/Attending workshops/Participating and

presenting papers in Conferences/Publishing articles in Journals/Proceeding, etc. in respect of'

each course.

Components of Continuous Evaluation (Theory)

SI Component Marks

SI Component Marks

I Seminar 10

2 Assignments 10

J Internal tests 20

4 Implementation and viva 20

Total 60

Components of Continuous Evaluation (Practical)

st. Component Marks

I Record Work/Lab Assignments l0

7
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Lnplementing tte experiment in the Lab 35

Viva-voce 15

T otal 60

2.6.2 Evaluation o[ Practical courses

The detrrils regardinl3 tlre CE as well as ESE for each practical course will be specified as part of

the sylla bus fbr the <:ourse.

2.7 End-Semester []valuation (ESE)

All cdd semester eraroinations will be conducted by the Head of the Department and even

semestei' examinatii:ns will be conducted by the Conffoller of Examination, Kannur University.

To ionduct the end-r;enrester examination, the Head of the department shall submit a confidential

panel ol examiners noi less than ten experts from the outside of tlLe Kannur University duly

approverl by the dep'a16sn1 council for the approval of the Vice-Chancellor. All teachers who

engage n classes on the course except industrial experts u,ill be members of the Board of

Exarnine rs (BoE) with rhe Head of the Department as the chairman of the BoE. All the faculty in

chalge of the courso sh,lll prepare and submit three (03) unique sets ()f question papers for their

course irr odd semester well in advance to the Head of the departrnt:nt for the conduct of End

Seniester Examinati,rn of the respective batch. The Head of the d,:partment shall conduct a

scrutiny meeting of the above question papers submitted by the concr'rned faculty by inviting at

leasi two external i::rptrts from the list approved by the Vice-Chancellor. The even semester

examination guestion papers for the elective courses shall be r;et by the Controller of

Examination by sele<:tirg the external experts of the question paper selters approved by the Vice-

Chancellcr. The Herrd of the department shall submit the detailed syllabus, model question

papers oi the eleciii,e l;ourses offered in the even semester to the (lontroller of Examination

along r,vith the panel ol.experts duly approved by the Vice-Chancell,rr for setting the question

papers to those electi'ves soonafter the commencement of the course.

2.7.1 l'}altern rd que litl nXarlrsaud evaluatio4 CrrleriajSL(ESE)
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Pattern of Questions: Questions shall be set to assess knowledge acquired, standard application

of knowledge, application of knowledge in new situations, critical evaluation of knowledge and

the ability to synthesize knowledge. The duration of the examination is two (02) hours oniy.

Question paper for end semester theory examination shall consist of two parts

Part A

(Short essay type)

Answer all Questions.

Each question carries four marks.

(5x4:20Marks)

Part B

. (Essay type)

Answbr any two questions.

Each question carries 10 Marks.

(2 x l0:20 Marks)

2.8 Project

Project work has to be undertaken by all students enrolled in the program. The project can be

software-related or establishing mathematical/statistical models evolved for the development of

data science & analytics following software development lifecycle or an R&D-related project.

The hours allotted for project work may be clustered into a singte slot so that students can ,Co

their work at a center or location for a continuous period of time. The Major project work should

be carried out in the Department /Institution or in an Industry / R & D organization of national

6.

7.

8.
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repu:e. Project vrork shall be carried out under the supervision rf a Teacher. If the project is

carri:d out in au LLdustry / R & D organizatiod outside the canrpus, then a co-guide shall be

selccted from the c(Incerned organization. If the project work is of interdisciplinary nature, a co-

guidt: shall be ta:kerr frorn the other department concerned. Every student should do the project

irrdividually and no grouping is allowed. The candidates are requiled to get the synopsis and the

guide approved by rhe department before the commencement of the project. A co-guide should

be a postgraduatc irr CS/Application/IT/\4athematics/Statistics or allied subject or a person of

entinr:nce in the aret in which the student has chosen the project. t\t the end of the semester, the

candiJate shall subn it the Project report (two bound copies and on: soft copy) duly approved by

the guide and co-g ride for End Semester Evaluation. The project report shall be prepared

accorrling to the giriCelines appended along with these regulations/Guidelines approved by the

Unive rsity.

2.8.1 ,lvuluation of )>roject:

A Depa.rtrrental committee duly constituted by the H:ad of the Department will

review the project periodically.

Continurous Assessment of project work: There shall b: three internal presentations

befbre lhe ;ommittee (Minimum two members, including the guide). The assessment

is based on presentation, interim report, and viva voce. The total mark for CA shall be

divided an'ong the three presentations in the ratio 20o,/o230%"250o/o. Each internal

presentert.iorr shall be evaluated based on the following conlponents:

9; OF MARKS

25%

2A%

ts%

30%

t0%

1.

ll

lll

lv

COMPONENTS

Understanding

problem/concepts

of the

Adhering to methodology

Quality of presentation and

demonstration (Demonstration is

optional

Quantum of work/effort

Organization and content of

10
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Project report

End Semester Assessment of Project: A board of two examiners appointed by thc

University shall conduct an ESE evaluation. The evaluation shall be based on fte

report, presentation of the work, demonstration of the work and a detailed l,iva vocc:

based on the work carried out. A candidate will not be permitted to attend the Projcct

evaluation without duly certified project rep.orts. Also, a project will be evaluated only

if the candidate attends the ESE presentation and Viva-voce on the scheduled datc aud

time, A board shall evaluate a maximum of eight (08) candidates in a day. The End

Semester evaluation shall consist of the following components:

COMPONENTS o/
,/o

MARKS

OF

I
Understanding of the problem/requirements/ concepts

related to the project
l5

II

Adhering to meth6dology (Software engineering phases or

research methodology) and the candidate's understanding

of the components of the methodology

l5

Quality of Modeling of the problem and solution/ database

design / form design / reports / testing (For research

projects - relevance /novelty of the work(s)/ use of data/

proposal of new models /analysis of algorithms/

comparison and analysis of results /findings)

20

1V Quality of presentation / demonstration l5

Quantum of work/effort - assessed through the content of

the report, presentation, and viva
25

vl Organization and content of the report 10

A student shall pass in the Project course if sheAre secures a separate minirnum of 50

% for the external and 50% for ESE and CA put together.

If a candidate fails in the evaluation of the Project, he/she has to repeat the projecr

L':.

I
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course illorg with the next batch u:d undergo both CA and ESE. Unlike

theory/prirct cal courses, the CA mark will not be retained.

There shall tre no improvement chance for the marks obtained in the Project course.

2.3.2 (]uideline for l reparing project Report

Arrangerner rt of contents:

The sequen,:e in which the project report material should be arranged and bound

should be as follows:

L Cover Page & Title Page

.2. Plagiarism Report

3. Bonafide Certificate

4. Abstract

-5. Table of Contents

6. List of Tables

7. List of Figures

8. List of Symbols, Abbreviations, and Nomencl rture

9. Chapters

The chapters may be broadly divided into 3 parts (i) Introductory

chapter, (ii) Chapters developing the main theme of the project work

(iii) implementation details (if any), and Corrclusion. The main text will

be divided into several chapters and cach chapter may be further

divided into several divisions and sub-divisions. Each chapter should be

given an appropriate title.

Tables and f,tgures in a chapter should bt: placed in the immediate

vicinity of the reference where they are cited.

Footnotes should be used sparingly. They should be typed single space

and placed directly undemeath on the very same page, which refers to

the material they annotate.

L2
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lI.

iii.

10. Appendices

I l. References

The tables andfigures shall be inffoduced at appropriate places.

Page Dimension and binding specifications:

The dimension of the project report should be in A'4 size. The project report should be

bound using a flexible cover of thick white art paper. The cover should be printed in

black leuers and the text for printing should be identical.

All the project reports submitted by the students should be plagiarism checked using

Turnitin software and the plagiarism report generated by the sof-tware should be

veritied and signed by the Head of the Department or person-in-charge of the Projccr

Coordinator.

3.0 Gradins

An alphabetical grading system shall b'e adopted for the assessment of students' perfonnance itr er

course. The grade is based on a ten-point scale. The following table gives the range of marks,

grade points, and the alphabetical grade.

Range of marks 7o Grade points Alphabetical grade

90-100 9 A+

80-89 8 A

7t}'79 7 B+

60-69 6 B

50-59 5 C

<50 0 F

A minimum of'grade point5 (Grade C) is needed for the successful completion of a course

The performance of a student at the end of each semester is indicated by the Grade Point

Average (GPA) and is calculated by taking the weighted average of grade points of the courses

13
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sr ccrssfi-r'y conpreted' The forowing formura is used for thertl:tnded oiTt. two clecimal places. calculation. The average will be

GIr'i\ =

3.1 {,radt Card

Sum of ina course

Sum of credits of courses

CGPA
9 urd above

8ind above but lesi than 9
7 and above but Iess than g

ji ar rd above but Iess than 6

tlonversion of Grades rnto classification

First Class with
disti r cti :n

First (lla 
sS

t llass

rts

The overall perfornr
(c'GpA) is caicurat:d::::jj 

a student is indicated bv the cusing the same formura given above. 
unlulative Grade Point. Average

l'he enrpirical fbrn;u
ccjr{ overau,.,;;;j"::Hffij} o*"*,ase or mark

rarr be in the rorrow,r:::l* 
cGPAxl0+5. Based on

B

C

C

'I-irc 
(_.ontroiler of E- :

:T::*l;l*jilff;::H.University 
is the authorirv ro issue the semester-wise

irru",.1epart, enr counc'|cuments "o,n,nJ J;ri;:ffn;n-comnletion orthe programbased

il ;lt lhe end of each semester. 
Departmt:nt after the approval of

letter grade

rj a rd above but less than 7

Overall letter gradl
A+andA

B+ and B

14
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4.0 SuI;plementary Examinations for Failed Candidates

l ' Candidates who have failed (F grade) in the seniester examinations (except project work)
can appear fbr the failed papers. for the particular semester along with regular studepts.

However, the continuous Evaluation (cE) marks shall remain the same.

Two such supplementary chances will be given for each semester within two years.

2. In the event of a failure in Project Work, the candidate shall re-register for project work,
redo the project work and resubmit the project report fresh for evaluation. The

. continuous Evaluation marks shall be freshry alrotted in this case.

Appearance for continuous Evaluation and End Semester Evaluation is compulsory anrJ no grade

shall be awarded to a candidate if he/she is absent for GE/ESE or both.

A student who fails to complete the program/semester can repeat the full program/semester orice

if the departrnent council permits so.

There shall be no provision for improvement of CE or ESE.

5.0 Department Council

This program is a joint venture of three departments such as Information Technoiogy,

Mathematical science, and Statistical science with industrial collaboration. So the conventioiial

structure of the Department council is not sufficient for dealing with the smooth conduct of this

course. Hence the department council for the Post Graduate Diploma in Data Science &
Analytics may be reconstituted as follows:

chairman: The Head of the Deparfinent of Information Technology.

Members:

L All faculty members who engaged in classes for this course.
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2. -i'he Head of th,: Department of Mathematical Scienbe/ Seniol Faculty nominated by the

I{ead of the rlepartment concerned

-,',. i-he Head oi. thr: Department of Statistical Science/Senior Facrrlty nominated by the Head

of the depart;nett concerned.

4. One /two expeits from industry/Academician nominated by .he Vice-Chancellor as per

the recommend rtion of the Department Council.

6.0 lndrrstrial Collarboration

This pr'lgram is interded to make 100% industrial collaboration and the experts from the

industry will handle di ferent sessions for the course. The course will run in blended mode and is

conti:rised of l0 mc,dules including the industrial related project. Therefore, the expert from the

Comain handles at lear;t hundred (100 [0 modules x10 sessions:100 sessions]) sessions. The

duratior of a session is two (02) hours. The Head of the Deoartment will provide the

remuncration/TA/DA ro the expert as per the University norms. To the smooth conduct of the

progranr, the Finance Officer of Kannur University has to make a provision to transfer the

requireri fund to thr: Head of thd Department of Information Technology on request within two

rveclrs tifter the beg;inrring of the fust semester of the course. The .Iead of the Department of

Inforntation Technolol;y is entrusted to appoint two Adhoc faculties towards the smooth conduct

oi the l)rogram. Rr,mrmeration for the same should be met from the fund transferred by the

Finance Officer of Kar mur University.

Details of the {inaircial assistance required for the conduct of the session by the

industri al/academic ex oerts.

S1 ttescription Amount

RcmuneratiorvTA/DA for the experts

fi'orn industry/ar ademia
Rs. 7,00,000

E xpenses tbr co rducting semester

ev.aminations.

'l'otal

NB: E,:onomic class flight fare is eligible for the experts comin;; from other state/country

witlt tl, c prior appro ral from the Vice Chancellor of the Kannur University

i

2

Remarks

(Per session Rs.3000/-)

Rs.7,35,000
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7.0 Grievance Redressal Mechanism

Committees will be constituted at the Department and University levels to investigate thc written

complaints regarding continuous Evaluation (CE). Department Level Comrnittee (DLC) rviil

consist of the Department Council and a sfudent nominee of the Department Students' Union

frorn the concerned faculty.

University Level Committee (ULC) will consist of the Pro-Vice-Chancellor (Chainnan and

Convener), the Convener of the Curriculum Committee (vice-chairman), the Head of rhe

Department concerned and a nominee of the Students' Union. Department Level Cornmittee will

be presided over by the HOD and the University Level Committee by the Pro-vice-chancellor.

Department Level Committee will have initial jurisdiction over complaints against CE and

University Level Committee will hear appeals against Department level decisions. Complaints

will have to be submitted to the Department concemed within two weeks of thc publication of

results of CE and disposed of within two weeks of receipt of the complaint. Appeals to univcrsity

Level Committee should be made within one month of the decision taken by the Departrncnt

level committee and disposed within two months of the receipt of the complaint.

Complaints unsolved by the University Level Grievance committee shall be placed befrrre tlic

Vice Chancellor.

COURSE STRUCTURE

Semester I

Semester Theory Practical

Semester I 5 2

Semester lI 2 Electives lProject

Subject

Code
Subject

Instructional

Hrs./week IVlarks Credit
L P T CE ESE Tot

PGDDSCOl Mathematical and Statistical Methods for J 0 0 60 40 100 -{

77



J 0 0 60 40 100 4

4 ( 0 60 40 100 4

PGDDSCO2

PrlDDSC0,l

4 0 0 60 40 100 J

P(;DDSC]05
4 0 0 ri0 40 100 3

PC DDSLOi 0 2 60 40 100 3

PGDDSLO2 0

6

6 J 60 40 100 3

18 t2 5 420 280 700 24

Semester li

Course code

la Science Using R

to Data Science

lgorithm Design

:hine Leaming for Data Science

rduction to Python

ness Analytics and Prediction

v lnced Computational Methods

Science

Lab -I

1-ab-II

Total

el

vt: II

Total

List of Elective I

(-rpdit

Instructional

Hrs./wetk MarksSuirject

L P T CE ESI Tot
PGDDSEOI/

02t'8rc4
4 0 0 60 40 100 4

PGDI)SEO5/

06t(t7/08
4 0 0

I

60 40 100 4

PGDI)SPOl 0 t2 5 120 80 200 l0

8 160t2 5 240 400 l8

Course Title Thr.ory
Prar:tica Tutoria
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PGDDSEOI Advanced Machine Learning 4 0 0

PGDDSEO2 Natural Language Processing 4 0 0

PGDDSEO3 Big Data Analytics 4 0 0

PGDDSE04 Data Warehousing 4 0

,,
fr

0

List of Elective lI

Course Contents:

PGDDSCOI: Mathematical and Statistical Methods for Data Science Using R

. Eundamentals.of R

. Basic Linear algebra for data science

. Linear programming problem

. Basic statistical concepts and importance sampling methods.

o Data cleaning and visualization using R

o Measures of Central Tendency, dispersion, skewness, and kurtosis

Course code Course Title Theory
Practica

l

Tutoria

I

PGDDSEO5
Deep Learning

4 0 0

PGDDSEO6
Time Frequency Analysis

4 0 0

PGDDSEOT Artifi cial Intelligence 4 0 0

PGDDSEOS Computer Vision 4 0 0
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PGDDSCO2: Lrntroduction to Data Science and Algorithm Derign

e Pearsr)n :orrelation coefficient, rank correlation, intra-ctass correlation

' Basics or'probability and random va;able

e Probabiliry distributions-Binomial, Poisson, Uniform, r,lonnal, Beta, and Gamma and

nruitinon ial and multivariate normal dishibutions.

o Stattstical inference: basics of estimation, testing (pararnetric and non-parametric), and

confi dernc : interval estimation

. Maxinrun likelihood estimation and Bayesian estimation.

o Basic r)r)p. 
"0,, 

of Markov chain

o Basics oIData and data science

,r Data acquisition, cleaning, and aggregation (Python/R)

c' Expioratory data analysis (Python/R)

c Fealure engrneering in data science

o Model crcatron and validation

n Applications of Data Science in various fields

o I)ata Securit,, Issues

o Data Science Pipeline: Data Wrangling, Exploratory Analysis, Modeling

o Data struclurr:: Linear and non- linear data structure

* Techniques lor design of efficient algorithm: Brute Force approach, Divide-and-

Conquer appr,tach

e Branch-and-B tund technique, Greedy method, Dynamic Programming

o Importance of algorithm analysis, time and space complexity

,r ;ntroductiorr to oython programming

o llasics of Mach ne Leaning

o S upervised lvlachine Learning -Linear regression, Neural networks

iltlDlllic03: Machin: Learning for Data science and Introductio.,l to python
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. K-NN, SVM

. Decision tree, Naive Bayes

o Unsupervised Machine Learning - K means, Hierarchical clustering

r Computation with Python - NumPy, SciPy

o Data Manipulation in Python- Pandas, Understanding Data Frame

r Data Visualization in Python - matplotlib

o Inffoduction to Scikit - Machine learning

o Introduction to Hadoop/Map Reduce

PGDDSCO4: Business Analytics and Prediction

o Introduction to analytics

Simple and multiple linear regressions

o Regressiondiagnostics

o Logistic regression

o Time series analysis and forecasting

o Autoregressive and moving average models

. Graphics programming: charts, graphs, animations, and techniques for visualization of

high dimensional data

o Presentation and visualization of data for effective communication

o TABLEAU: Visual Analytics I Mapping lCalculations I Dashboard and Stories

r POWER BI: Intro to PowerBI lVisualization with BI I Data Analysis Expressions

PGDDSC0S: Advanced Computational Methods for Data Science

o Basics of statistical simulation.

r Monte Carlo simulation

. Basic concepts of Bayesian computing

r MCMC methods and MH algorithm

r lntroduction to Multivariate data analysis

o Dimensionality reduction- SVD

. PCAandFA

2L
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o irxp )ctation-Maximization (EM) algorithm

* l-D.r', and multidimensional scaling

o lvlar (ov process

o []idt.en Markov Models (HMM)

Elective Subjeots

PGDDSEOI: Advanced Machine Learning

o Jrl,lut al Networks

o Recurrent Neural Networks

c Conr olutional Neural Networks

e r\ uto :ncoders

o Back propagation through time

" GI'U optimization for Neural Networks

e Mom:ntum fbr quadratic optimization

o Mrlm:ntum for convex optimization

n DirnensionalityReduction

o Scina rtic Segrnentation

o Deep leaming as non-convex optimization

" iJa'yer ian Statistics

PGDDSE02: Natural Languago Processing

o Inlrod:ction to Natural Language Processing: le>ical categories, Morphology and

rnorph ological parsing

e I{e$uLir expressions and Automata

t Naturi I Language Understanding-Levels of language analysis-Syntax, Semantics, and

Pragmltics, NLU vs NLG in NLP.

e Uncler;tanding NLP Pipeline
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o N-grams: simple N-grams, Applications, language modeling

. Grammars and Parsing: CFG, parsing-top down and bottom-up parsing.

. Lexical semantics and word sense disambiguation (WSD)

. Distributed Word Representations: Word2vec, Glove, FastText, BERT, and Flair

r Sequence Modeling: recurrent neural networks (RNN), Bidirectional RNN and LSTM

o Word level and sentence level text classification using deep learning

o Discourse processing: monologue, dialogue, and reference resolution

. Applications of NLP: Machine translation, Information retrieval, text summarization,

sentiment analysis, Named Entity Recognition

PGDDSEO3: Big Data Analytics

r Introduction To Big Data and Big Data Analytics

. Big Data Visualization

o Analytical Theory and Methods

o Time Series andText Analysis

o Data Product & Big Data Operating System

o Distributed Analysis and Patterns

o Understanding Hadoop Ecosystem, Hadoop Streaming, Map Reduce

o In-Memory Computation with Spark

o Learning Data Analytics with R and Hadoop

o Understanding Big Data Analysis with Machine Leaming

o Importing and Exporting Data from Various DBs

o Exploring Hive, Pig and Oozie

r Learn NoSQL Data Management

PGDDS E04: Data warehousing

o lntroduction to Data warehousing, basic concepts.

. Operational and Informational data stores
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o Dala warehouso alchitectue.

o. Da a Warehousin.r Components.

o Da'a warehousc n.odeling

,r' Data Matting, IIT -, Data cleaning

o Data warehouse Itesign and usage.

o l)ata warehouse l.dministration and Management.

o Br ilding a daler S'arehouse, Design and Technical Consideratiors.

o Diitawarehous,e inplementation.

' Sc,urcing, Acquisition, cleanup and transformation tools. Metadirta, Access Tools.

, Cloud Data ware rousing

PGDDSE05: Deep Learning

o Introduction.tn Ir eural Networks: Gradient descent and the backpropagation algorithm.

o Deep networks, r nodel exploration, regularizing DNN, and hypt:r-parameter tuning.

,. Convolution l',lerrral Networks: Introduction to convolution nrural networks, stacking,

stiiding, and Jroc ling.

,' Applications,rf tlNN: image classification and image segmentation.

'l t)eep leaming fc r object detection

't I'iatural langr-iap e processing (NLP): Distributed Word Rep'rsssn131ions: Word2vec,

FastText anclFlirir

,r S'equence Mrdeling: recurrent neural networks (RNNs), Bidirectional RNNs

o \Vord level and sentence level text classification using deep learning

e r\uto encocl,:rs regularized auto encoders, sparse auto encoders, denoising auto

cncoders, reprer ientational power

o (ienerative .d,dr ersarial Networks (GAN): Deep Convolutiona GAN

^ {einforcemont [eaming: Deep reinforcement leaming

* )eploying a delp leaming model: a case study.

PGDDSEOS: Time Frequency Analvsis

Introduction to Time Frequency Analysis.It

24

t.r



t
:

. Localiglobal averages, Time-frequency distributions

r The Heisenberg uncertainty principle

r Short-time Fourier transform

. Wigner-Villedistribution

. Cohen's class of distributions

. Spaces and Bases, Hilbert spaces, Banach spaces

. Riesz bases, Biorthogonal bases, orthogonal bases, ofihonormal bases, Shift-invarir'rrr

spaces

. Splines, frames, dual frames, Wavelets, scalogram, wavelet frames

o Multi-resolution analysis

o Wavelet orthogonal bases

. Bi-orthogonal rvavelet bases, applications of wavelets

PGDDSEOT: Artificial lntelligence

o Introduction to Al

o Problem Formulation

r Production System

. ontology

. Propositional Logic

o First-Order Predicate Logic

. F'uzzy Logic

o Pattem Recognition

o Distance-Based Neural Networks

. Multilayer Neural Network

o Decision Trees

. Population-BasedSearch

PGDDSE0S: Computer Vision

Introduction to Image Processing: image: representation and propertiesa
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o Irnage preprorressing using python

o Iidge detection, line detection and corner detection

o hnage segmenta.ion: border detection and region construction

r hnage understanding and textures

" iirtroduction to r omputer vision

o Shape represcntrrtion and description

{' C)bject dete<:ticn and recognition: Knowledge represenEtion,

r()cognition

o 3D vision, geoff etry and radiometry

o lt{otion Analvsiri with practical image understanding

statistical paftern
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